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Abstract 
The advent of spacecraft mobile robots-free-flyng sensor 
platforms and communications devices intended to 
accompany astronauts or remotely operate on space 
missions both inside and outside of a spacecraft-has 
demanded the development of a simple and effective 
navigation schema. One such system under exploration 
involves the use of a laser-camera arrangement to predict 
relative positioning of the mobile robot. By projecting laser 
beams from the robot, a 3D reference frame can be 
introduced. Thus, as the robot shifts in position, the 
position reference frame produced by the laser images is 
correspondingly altered. Using normalization and camera 
registration techniques presented in this paper, the relative 
translation and rotation of the robot in 3D are determined 
from these reference frame transformations. 
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Introduction 
Spacecraft mobile robots ( S M R )  as well as planetary 
mobile robots will play a vital role in the future 
exploration and economic development of space. Their 
immediate value lies in their ability to penetrate and 
operate in harsh environments where humans are likely to 
be at risk and consequently where their advanced sensing 
capabilities could return necessary data without risk to 
human astronauts. The ability to dynamically position 
sensors in an environment that is hazardous to humans - 
such as a compartment filled with smoke or an airless 
space - would improve the likelihood of a mission’s 
success. Such platforms could autonomously perform 
failure assessments, routine maintenance tasks, and fault 
recovery on a spacecraft. Furthermore, on unmanned 
spacecrafts, where failure assessment has typically been 
problematic, this type of platform could be used to help 
determine the cause of failures and aid recoveries. 

The ability of a spacecraft mobile robot to sense its 
environment and to autonomously position itself (or to be 
remotely positioned by teleoperation) in relation to its 
surroundings is of primary importance. Accurate and 
reliable navigation is key to this ability. For internal 
S M R s ,  such as the Personal Satellite Assistant (PSA) 
shown in Figure 1, navigating the passageways and 
compartments of a spacecraft, such as the International 
Space Station, should not depend on the availability of 
ambient lighting. In addition, standard vision systems may 
malfunction in the presence of heavy aerosol 
concentrations, for instance smoke from an electrical fire. 
Equipping the spacecraft mobile robot with a laser 
projection system that can penetrate through such 
conditions allows it to navigate and avoid obstacles 
reliably under a wide range of conditions. 

This paper aims to derive the relationship between the 
measurable transformations of the lasers’ projections and 
the desired displacement of the laser-camera source 
(robot). Since the laser projection data is received via 
images taken by a camera, its information is restricted to 
two-dimensional space. However, the movement of the 
robot, from which the laser projections originate from, is 
not limited to two-dimensional space. As a result, the two- 
dimensional data must be normalized to the camera’s 
specifications and then geometrically manipulated through 
a process called camera registration. 

The derivation offered by this paper is based strictly on 
the relocation of the laser-camera source from an initial to 
a final position. Furthermore, it is assumed that the only 
obtainable data are the two camera images of the former 
and latter laser projections. Each image consists of a set of 
laser points projected onto some background. By 
designating one point the “vector origin”, two vectors can 
be generated-from the “vector origin” to each of two 
other points-and a two-axis reference frame is 
subsequently created. It is the transition from the initial to 
the final reference frame that predicts the travel of the 
robot source. 



Figure 1: Example of a Spacecraft Mobile Robot: the Personal Satellite Assistant (PSA) 
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Figure 2: Reference Frame Transformation 

For the coordinate notation used in Figure 2 as well as 
throughout the paper, the first subscript represents the 
frame number (1 or 2) and the second distinguishes 
between the 3 points that comprise each frame. Thus, ~ 2 3  

is the x position of the 3rd point of the final reference 
frame. 
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Figure 3: Matrix Notation 

For simplicity and ease of manipulation, this coordinate 
information is also often organized into reference frame 
matrices as shown in Figure 3. 

Laser-Camera Experimentation 
Although this paper is theoretical in its focus, the problem 
addressed is by no means strictly theoretical. 
Experimentation using lasers and a camera has been done 
to ensure the feasibility of this design. Four laser pointers 
were attached to a camera, and numerous images of the 
lasers’ projections were taken as the camera was moved to 
different locations. After capturing these images, the 
necessary vector lengths were extrapolated from them and 
inserted into a MATLAS program that carried out the 
computations discussed in the remainder of this paper. 

Preliminary testing results were extremely successful and 
consistent with our expectations. 

Normalization 
Before seeking a correlation between the variation in the 
initial and final reference frames to the migration of the 
camera source, it is necessary to adjust the frames such 
that they account for the camera’s properties. Since the 
images are two-dimensional, the z components of each 
point must first be set to the camera’s focal length. 

Figure 4: Camera Focal Length Geometry 

From Figure 4, it is evident that the focal length, fL, is 
geometrically related to the camera’s field of view, 6”. and 
the number of pixels of the image, n,: 

Eqn. 1 

After setting zil ,  zi2, and zi3 to the camera’s focal length, 
the reference frames can then be synchronized-to correct 
for the offset “vector origins”-by normalizing about the 
true origin (O,O,O) of the image’s coordinate system. One 
method of accomplishing this involves rotating the 
reference frames about the x-axis and y-axis so as to place 
the “vector origins” at the true origin. Once again, as 
illustrated in Figure 5 ,  simple geometry reveals these 
angles of rotation, and vy. 
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Figure 5: Normalization Angles 

The angles are given by 

-1 yiz v / ,  = tan 
Z i? 

and 

Eqn. 2 

Figure 7: Camera Registration 
Eqn. 3 

Finally, with the aid of rotation matrices such as shown in  
Figure 6, the reference frames are rotated about the x and 
y-axis, thereby normalizing them to the true origin, and 
the z components are reset to zero in preparation for 
registration. 

Figure 6: Rotation Matrices (about x-axis and y-axis) 

Camera Registration 
Registration is a fundamental camera-image problem. Its 
goal is to ascertain how changes in the location of the 
camera affect the image it produces. Clearly, the image of 
a still object will distort and vary as the camera moves. 
Therefore, if a mathematical formula relating changes in 
the image with the displacement of the camera can be 
written, then a navigation system based on such a 
principle can be implemented. Once again this paper’s 
analysis of camera registration is based on the relocation 
of the camera source from an initial to a final position, as 
illustrated in  Figure 7. 

Though it may not be initially evident from Figure 7, the 
power of registration lies in  its ability to account for three- 
dimensional travel of the camera source. In Figure 7, s 
represents one of the vectors of the reference frames- 
centered at the origin after normalization. For the 
purposes of this paper and in order to simplify the math, s 
will be restricted to a one-dimensional distance. However, 
it can as easily be extended to the form si = (xi, yi), thus 
complicating Figure 7 and forcing the source’s position 
into three-dimensional space. 

The registration problem at-hand is solved once a 
relationship between the ratio of the image sizes and the 
angle between the initial and final source location+? = 
f(sl/s2)--is obtained. The first step is to invoke the Law of 
Cosines on the two major triangles in Figure 7. 

1,’ = RZ +s,’ -~Rs ,cos@,  Eqn. 4 

1,’ = ~ ~ + ~ ~ ~ - 2 ~ ~ ~ ~ o s e ~  Eqn. 5 

Next, the Law of Sines is introduced in order to find 
expressions for LI and 1. that can be substituted into 
Equations 4 and 5. 

sin8, - sin@ 
4 SI 

Eqn. 6 

Eqn. 7 

Recognizing that 
arrived at after some algebraic manipulation 

= ,8 + el, a system of two equations is 

sin 8, 
sin 4 sI2 = 2R2 + sIz - 2Rs1 COS 0, - 2Rs, -COS @ Eqn. * 



2Rs2 cos 9, - 

Immediately evident from this general solution is a 
quadratic equation in R. Before solving for R, however, a 
substitution is made in order to simplify the appearance of 
the equations. @ is merely a constant, specifically the field 
of view of the camera, thus, the expression cos@/ sin@ is 
also just a constant. Letting w = cos@/ sin& Equations 8 
and 9 take the form 

R’ = Rs, *(cosO, +wsinB,) Eqn. 10 

R’ = Rs, ~ : ( c o s 6 ~  +wsinB,) 

By solving either equation above-for the non-zero value 
of R-and substituting this expression into the other 
equation, a preliminary form of the desired solution is 
attained 

Eqn. 11 

Eqn. 12 cos 6, + w sin 6, S? - 
s, cos(,6’+6,) +wsin(,6’+6,) 

- - 

Equation 12 relates the ratio of the size of the images 
(s_./sl)-in one dimension for the purposes of this 
derivation-to the angles that define the movement of the 
camera (61 and B. It is not, however, a useful result since 
both 63 and p are unknowns. In order to arrive at a 
desirable relationship, a simplification must be made. 
With negligible error introduced, el can be assumed to be 
and set to 90” since an implemented navigation system 
would only register small intervals of the camera’s 
movement at a time. Consequently, becomes the angle 
the camera sweeps from the perpendicular, and Equation 
12 simplifies to: 

Eqn. 13 

Figure 8: Actual Laser Projections, Analysis and Registration 



where, once again, 

cos @ 
sin @ 

a=---- 

Although Equation 13 does not yield an algebraic solution 
for b, any numerical solver or computer program, such as 
MATLAB, can be used to calculate its value when 
knowing s2/sI and the camera’s field of view, 0. 

When Figure 7 is modified to reflect the simplification 
made while deriving Equation 13, it is evident that ,B 
describes the motion of the camera source in the x- 
direction and z-direction. 

0 

Figure 9: Modified Camera Registration 

More specifically, 

d ,  = Rsin B Eqn. 14 

d;  = R * ( ~ - c o s ~ )  Eqn. 15 

Thus, knowledge of p reveals two-dimensional translation 
of the camera. 

Although the computational cost of our system is 
negligible compared to conventional passive vision 
algorithms, the accuracy is a natural function of physical 
distance and hardware. The first row of Figure 8 shows 
camera resolution for pixel laser projections of varying 
distance: The scale of the target is estimated through 
normalization and decoupled from rotation angles as 
shown in the second and third rows. 

Related Work 

Johnson’s work described in [IO] addresses the problem of 
autonomous spacecraft operation during small body 
exploration. This navigation technique uses onboard 
visual features that are able to identify nearby, small body 
landmarks in order to locate and guide the spacecraft. It 
employs a camera as its sensor because of its low cost and 

low weight. Although our arrangement also makes use of 
a camera sensor, the work described in our paper differs 
from, and is an advance over, the work in [IO] in a 
number of other ways. In this paper we argue against a 
unified model of the surface of interest, where all 
observations are aimed at building up knowledge of this 
model; in contrast, we advocate an approach that builds up 
a model piecewise and in a manner dependent on the 
detection of features in the images. We also propose 
determining location relative to the localized environment 
model, an approach that is much more robust and accurate 
than establishing location relative to a small number of 
landmarks. An added advantage of our system is that it 
does not rely on the presence of explicit landmarks, but 
instead landmarks projected onto a surface by the robot. 
Finally, our approach gives explicit uncertainty estimates 
of the surface position, whereas the work in [IO] provides 
uncertainty estimates via running Monte Carlo 
simulations. This- feature is critical for the landing process 
where typical goals include being able to resolve the 
surface to an adequate level of detail and being capable of 
avoiding obstacles. 

Conclusions 
The normalization and camera registration techniques 
presented in this paper are generalized methods of relating 
the distortions of a laser’s image-as seen by a camera- 
to the source’s displacement. Geometric and vector 
manipulation were employed to generate a governing 
equation (Equation 13) that predicts the new location of 
the source when given the change in the image’s 
properties. Although this paper primarily focuses on the 
example of two-dimensional travel, these methods can 
easily be extended to describing three-dimensional motion 
of a robot. In the three-dimensional case, the angle p 
would simply become a vector of two angles, s would 
become a vector in two dimensions, and d would describe 
the  location of the camera in three dimensions. The 
overall aim of this paper is to introduce the fundamental 
dynamics and principles necessary for the implementation 
of a laser-camera navigation system that could be the most 
cost-effective and accurate means of controlling spacecraft 
mobile robots, such as the  Personal Satellite Assistant 
PSA). 
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